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® This is a somewhat non-technical elaboration of pmeposal put forth in my book manuscript
Foundation of Generative Grammar as an EmpiricaleBce (henceforth Hoji 2009) and its general
significance and implications; it is meant to bergnoduction to Hoji 2009.

® |t addresses: (i) the general method in sciene (tfind reasonable and that in fact seems to é@namon
view/understanding in (mature) science(s)), (i trackground and the proposal, and (iii) the sigaifce
and implications of the proposal.

® The concrete illustration of the proposal is natvided here.

1. Generative grammaas the study of the language faculfy

® What is the goal of generative grammar?

Chomsky's remarks ihird Texas Conference on Problems of Linguistialysis in EnglishMay 9-12,
1958, published in 1962, seem to point directlyvttat he had in mind at least around 1958, in mywieore
directly than what we find in his writings in th®30s and 1960s and the subsequent years. (Theasegpm
(1) and (2) are by HH.)

(1) (p.167)
Hill: If | took some of your statements literallywould say that you are not studying languagailabut
some form of psychology, the intuitions of natipeakers.
Chomsky: That is studying language.
Long: | agree with Chomsky and Harris here. Latgugoes on in the brain, not merely in the throat.
Chomsky: How language fits into the throat is d@teravhich is quite interesting.l claim, however, that
study of the native speaker's reactions is whalirajuists are studying.

(2) (p.168)
Chomsky: | don't think such a test eliminatesitian; | think we want our tests to converge oruition.
If you want to eliminate intuition, then I think napsurd procedure is perfectly satisfactory.
Hill: Linguistic intuition is itself a system, alost a complete grammar. If it is good enough, Wwbther
with any other grammar?
Chomsky:Because | am interested in explaining intuitionf ydu cannot accept this as the purpose of
linguistic study, | am lost. | would like to getheeory which will predict intuitions.

Minimally, the language faculty must relate "sosth@and signs in a sign language) and "meanings.”
fundamental hypothesis generative grammais the existence of the Computational Systemet#nter of the
language faculty. Since Chomsky 1993, the Comjmutat System is understood in generative researdiet
an algorithm whose input is a set of items takemfthe mental Lexicon of the speaker of a langwagkwhose
output is a pair of mental representations—one tdyidg 'sounds/signs' and the other 'meaning'.

(3) The Model of the Computational System:

1 One of the differences between the 9/9/2009 veraid the 12/4/2009 version is tlanfirmed schematic asymmetsy
used in place afepeatable phenomenon

2 What is contrasted here igenerative grammaas the study of language(s).”
3 There seems to be a typo here. But | am reprodweirat is in the volume because what is intendethselear enough.
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Numerationu  => => LF(W
U
PF@)

Numeration: a set of items taken from the meln¢xicon
LF(W): an LF representation basedon
PF{): a PF representation basedion

Following the common practice in the generativelitian since the mid 1970s, let us call the formadPF
(representation) and the latter g (representation). The LF and the PF representfio (3) are meant to be
abstract representations that underlie a sequdrsmiads and its ‘interpretation’, respectively.ur @ypotheses
about the Computational System are thus meant &bbat what underlies the language users' inttamout
the relation between "sounds" (and signs in a fagguage) and "meanings." The main goabeherative
grammarcan therefore be understood as demonstratingXiséeece of such an algorithm by discovering its
properties. Construed in this way, it is not lamge as an external 'object’ but tlguage facultythat
constitutes the object of inquiry in generativergnaar.

The above characterization of the goafjeherative grammais very much in line with Chomsky 1965.

(4) Chomsky 1965
a. [L]inguistic theory is mentalistic, since itdencerned with discovering a mental reality unged
behavior. (p. 4)
b. Mentalistic linguistics is simply theoreticalduistics that uses performance as data (aloryatiter
data, for example, the data provided by introspagtior determination of competence, the lattendei
taken as the primary object of its investigatiop. 193 in a note appended to (4a))

CONCLUSION AT THIS POINT :
® The object of inquiry in generative grammar is whaterlies the language users' intuitions about the
relation between "sounds" (and signs in a signdagg) and "meanings."

» What does this mean for the use of the researcberns introspective judgments in hypothesis
formation and hypothesis testing? This questitgesa number of interesting methodological issues,
concerningrepeatability cross-linguistic research, etc., and how one arsthe question may tell us
a great deal about one's research 'orientation'.

2. The Main idea

I would like to explore some consequences of adgphe following general scientific method (as ficd
Feynman puts it) for research concerned with tlopgrties of the language faculty.

(5) The general scientific method:
|Guesls -} Computing Consequefhces — Compare withrimenlt

YouTube video: http://www.youtube.com/watch?v=CL@SEBXzY
Feynman Part 1 (about 3' 15" from the beginnintheftape’)

"l am going to discuss how we look for a new lavin general, we look for a new law by the followipgpcess.
First we guess it [Writing on the blackboard "Gugss Then we compute the consequences of the goes=se
what would be implied if this law that we guessedright. [Writing on the blackboard "Computimg
Consequences."] Then we compare the result otdmeputation to nature, with experiment or experggnjc
compare it directly with observation, to see ifvibrks. [Writing on the blackboard "Compare, Expernt."]
Compare it directly to observations to see if itrkg If it disagrees with experiment, it's wrongn that
simple statement is the key to science. It doesake any difference how beautiful your guess dsy kmart
you are, whg made the guess, or what his namelfist disagrees with the experiment, it's wrong.hats all
there is to it.

Feynman continues the above passage by addingoigbvemarks," stating, "When | say if it disagreeth

4 See Appendix Ill.

5 The passage that corresponds to the above igjmnfan, Richard. 199Zhe Character of Physical Lawlew York: The
Modern Library. (p. 150) (The book was originallykpished in hardcover by BBC in 1965 and in paperbdmcMIT Press
in 1967.)
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the thing has been rubbed back and forth a few stitee make sure that the consequences are lo

experiment it is wrong, | mean after the experimead been checked, the calculations have been etheakd
ical
consequences from the guess, and that in faddgdees with a very carefully checked experiment.”

More in particular, | will propose that the langeaf@culty can be studied with the general sciantifiethod as
schematized in (5) and make concrete suggestiotushasw.

In order to proceed with our investigation of thrguage faculty with the general scientific methog5),
we must ensure the following, at least to a miniynsétisfactory degree.

(6) a. Itis possible to compute the consequentdsed'guess.”
b. Itis possible to determine whether or notdbesequences of the "guess" agree with the obgmmsat
and/or the experimental results.

(6a) and (6b) can in turn be ensured only if (%) €8) hold, respectively.

@) The "guess" is part of, or is related to, rgéa deductive system.

(8) The consequences of the "guess" are relaliémately, to something 'observable/measurable’.
Furthermore, we should like to ensure (9) as besteacan.

9 Disagreement between the consequences ofjttess" on the one hand and the observations and/or
the experimental results on the other could leai Usarn something about the language faculty.

The proposal put forth in Hoji 2009 is an attengéensure these.

3. Proposal

3.1.The main proposal
The main proposal in Hoji 2009 contains the thasi{d.0).

(20) If we want to discover the properties of @@mputational System that is hypothesized to libeat
center of the language faculty, what | caflamfirmed schematic asymmestyould be considered as
theminimal unit of 'factsfor such research; see also (58) below.

A PREVIEW

What is meant by eonfirmed schematic asymmetry
A confirmed schematic asymmetrgnsists of &Schemabased prediction that has survived a rigorous dgédgt
disconfirmation and the correspondiff§chemebased predictions that have been confirmed andehiérmust
consist of aSchemaand the correspondirf§Schemasand their correspondintgexamplesand®Examplesand
the informant judgments on those examples.

(11) A*Schemabased prediction:
The informant judgment om under interpretatiog(a, b) is alwaysf=0 (i.e., totally unacceptable) for
any*Exampleof a*Schema

(12) An°Schemsabased prediction:
The informant judgment om under interpretatiog(a, b) is =1 (i.e., fully acceptable) f@ome
Exampleof an®*Schema

(13) An%Schemabased prediction, an alternative formulation:
The informant judgment om under interpretatiog(a, b) is 0<( (i.e., not totally unacceptable) for
some”™Examplen of *Schemao.

In regard to (8), the consequences of the "gueasstoabe related, ultimately, to whether or notave dealing
with aconfirmed schematic asymmetry

3.2.Some specific aspects of the proposal
I would like to try to go over the following aspgsof the proposal.

(14) a. There is an asymmetry betweesehemabased prediction and &fSchemabased prediction in
terms of the significance of their failure (to barte out).
b. The informant intuition is more directly reviegl about the properties of the Computational Sydfe
it is on the (un)acceptability of a sentemcaler an interpretation involving two expressidinan if it
is on "simple" (un)acceptability of sentences.
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3.3.The Evaluation-of-Predicted-Schematic-AsymmetfigPSA method

The proposed method of evaluating predicted sctieraaymmetries, which capitalizes on (14), among
other things, is called, i.e., we are now callihghe method oEvaluation of Predicted Schematic Asymmetry
(EPSA. Hoji 2009 is intended to provide conceptuattification for the EPSAmethod and some concrete
illustration of it.

3.3.1.The model of judgment making

» For (14a), let us turn tine model of judgment makingin (15).

The essential aspects of (15) are an immediateeqoesice of adopting the thesis that the Computti®ystem
(see (3)) is at the center of the language faculty.

A Hypothetical Dialogue (I have created) betwedypacal "generative grammarian” (G) and a naivesiolgtr
(N):

N: So, you are interested in what underlies thguage users' intuitions about the relation betwsennds"
(and signs in a sign language) and "meanings."

G: Yes.

N: | suppose you construct, or at least test, yypotheses on the basis of the language usergidngi

G: Yes.

N: You should then have some idea about what goeatten the language users or your informants julge
sentence.

G: Well, ....

N: What is then your hypothesis about what thermimt does when s/he judges a sentence?
G: ..

(15) The Model of Judgment Making by the Informanthe acceptability of sentencex with interpretation
y(a, b 7 (due to A. Ueyama):
Lexicon y(ab)ﬂ
| | E > B
— paser > = = g = | sru |
U

PF()
h

oo O 0 O pig

o: presented sentence

M numeration

v(a, b): the interpretation intended to be includethe 'meaning' oft involving expressiona andb
LF(): the LF representation that obtains on the hafgis

SR[1): the information that obtains on the basis of )F(

PF(): the PF representation that obtains on the ludigis

pf(): the surface phonetic string that obtains onbthsis of PHf)

B: the informant judgment on the acceptabilityoofindery(a, b)

S@~oaooy

3.3.2.The informant judgment (1)

[This subsection is included in order to show wh#empt(s) have been made &failed for providing a
semi-formal characterization of the relation betwé®e informant judgmerf and the difficulty in parsing and
the unnaturalness of the interpretation of therergentence in question. What is noted in thiseciion is

5 A numeration is an input to the CS and its outppresentations are LF and PF, and that is indidayett=>" in (15).
The two arrows before and aft@S in (15) thus represent the ‘is the input of ahd Yyields as an output' relations,
respectively. Similarly, what is meant by the arfoetweenLF andSRis thatSRobtains based ooF. What is intended
by" ==>" on the other hand, is not an input/output fefatind are used more loosely, as indicated in (i).

(i) a. o (Presented Sentencey> Parser: ... is part of the input to ...
b. Parser~> Numeration: ... contributes to the formation.of
c. SR==>Judgment: ...servesadbasis for ...

" Hoji 2009: Appendix compares (15) with the modejuzilgment making suggested in Schiitze 1996. Sehi@arson.
1996. The Empirical Base of Linguistics: Grammaticalitydgments and Linguistic Methodolgdyniversity of Chicago
Press.
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definitely an improvement over what is stated injiHRD09 as "the model of quantifying the informant
judgment,” which, | hate to say, is presented very misleading and incoherent way.]

The informant judgmen{3 ranges between 0 and 1, with the former correspgndo ‘complete
unacceptability' while the latter correspondingdftdl acceptability’. (3 is based on [G], [P], and [I], as indicated
below.

(16) B = [G] divided by F, where:
F is a function of [P] and [I] and
1<F.

(17) a. [G]is 1ifand only if (i) Pf) obtain§ and (ii) SR1) compatible withy(a, b) obtains; otherwise, [G]
is 0.
b. [P] (0= [P]) represents the degree of difficulty the imfiant ‘feels’ in ‘obtaining’ or trying to 'obtain’
as it is reflected ifs.
c. [I] (0<[I) represents the degree of unnaturalness tloenrant ‘feels' about SRY compatible with
v(a, b), as it is reflected @

The following should be the case in regard to hieentalues of [P] and [I] affect F.

(18) a. If[P]and [l] are both "0," then F=1 s@tpB ends up being "1."
b. The larger [P] and/or [I] become(s), the largdrecomes, and tisaifficientlylarge value of F makds
sufficientlyclose to "0" but never "0."

Notice that if [G] is "1,"B is never "0" although it can be quite close td Yiven that we do not have any limit
to how large [P] and [I] can be, as in (17b) andcjl This formulation of3 thus allows us to distinguish
between (19a) and (19b), at least, theoreticalthoagh it is most likely not possible to make tfistinction
when actually observing or feeling the informarttgments.

(19) a. total unacceptability due to [G]=0
b. what appears to be total unacceptability eveanjG]=1

In the case of (19ap is indeed 0. In the case of (19b), on the otlaedt3 may be infinitely close to 0 but is
not O.

3.3.3.The informant judgment (11)

It seems that the characterization of the relalietween the informant judgmefitand the difficulty in
parsing and the unnaturalness of the interpretatfathe entire sentence in question can remaihetdvel as
indicated below, to avoid unwanted and unwarrairtgalications.

If we characterize [G] as in (2Gjaking reference to the informamte can restate (21a) as (21b).

(20) [G] represents whether or not the informaag found a numeratiqncorresponding to the presented
sentencer such that the numeratiqnresults in pf(t) non-distinct fromo and SRil) compatible with
the interpretationy(a, b).

(21) a. (=(17a))
[G]is 1 if and only if (i) PR{) obtains and (ii) SR( compatible withy(a, b) obtains; otherwise, [G] is
0.
b. [G]is 1 if and only if the informant has fouachumeratiomu corresponding to the presented sentence
a such that the numeratignresults in pfi) non-distinct fromo and SRyt) compatible with the
interpretationy(a, b); otherwise, [G] is O.

Making reference to [G], we can characterize/dta¢einformant judgmerf as in (22).

(22) The informant judgmerfit
a. 0=p=1, whereB=0 corresponds to total unacceptability #ad full acceptability.
b. [P] represents the degree of difficulty theoinfiant 'feels' in 'obtaining’ or trying to 'obtgin‘as it is
reflected inB.
c. [I] represents the degree of unnaturalnesimtbemant ‘feels' about SR compatible withy(a, b), as

it is reflected irB.
d. If[G]=0,B=0.

8 It is assumed that the informanssing sensitivityensures that PE) anda are identical. Thetring sensitivityof the
informant has to be ensured by preliminary expenis\eor example.
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e. If[G]=1,B may be 1 but may be lower than 1 due to [P] anidjor
What is stated in (22) suffices for the purposéhefdiscussion in Hoji 2009.

3.3.4.A *Schemabased prediction and arf*Schemabased prediction
(23) (Cf. (11).)
A *Schemabased prediction:

The informant judgment om under interpretatiog(a, b) is alwaysp=0 forany*Exampleof a
*Schema

(24) (Cf.(12),)
An *Schemabased prediction:
The informant judgment cm under interpretatiog(a, b) is =1 for some”Exampleof an®*Schema
(25) (Cf. (13).)
An *Schemabased prediction, an alternative formulatfon:
The informant judgment cm under interpretatiog(a, b) is 0<p for some™Examplen of *Schemao.

® the informant'sesourcefulness
® single-informant experiments. multiple-informant experiments

(26) Confirmability and disconfirmability

Confirmation Disconfirmation
%Schemeabased predictions possible impossible
*Schemabased predictions impossible possible

REVIEW:

A *Schemabased prediction iB=0 because it is predicted that [G]=0 for &Bxamplea of any*Schemaand

that should result if8=0. The judgment that is not totally unacceptable undgia, b) (even if not fully

acceptable) would therefore disconfirmfiSchemabased prediction. Notice that such a judgmentishmean

that, corresponding ta, thereis SR{) compatible withy(a, b). This in turn should mean [G]=1; if the walof

B is lower than 1, that must be due to [P] and/dr [While the marginal acceptabilitywould disconfirm 3|>
2

*Schemabased prediction, as just noted, it would be cdibfgawith an®Schemebased prediction in (24)/(
since GP<1 means [G]=1.

3.3.5.The claim

v" Claim: A confirmed schematic asymmetsithe most basicempirical unit of 'facts' in research concerned
with the properties of the Computational System.

We suggest that the informant judgments must oldaiindicated in (27) in order foranfirmed schematic
asymmetrjo obtain.

(27)

the judgmentsiecessarjor aconfirmed schematic asymmetoyobtain

*Examples B=0

Corresponding‘Examples| 0<p<1

More accurately put, we suggest that the informpadgments must obtain as indicated in (28) in ordera
confirmed schematic asymmetoyobtain; see Ueyama 2009.

(28)

the "representative values" (RVijecessaryfor a confirmed schematic
asymmetrjo obtain

*Schema (s) RV=0

Corresponding“Schemas 0<RV<1

3.3.6.The model of prediction making

® Other formulations of affSchemebased prediction are also considered in Hoji 2009.
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»  For (14b), let us turn tthe model of prediction makingin (29).

(29) The model of prediction making:
y(a, b)
O

Prediction on the informant
BRDG ==> */o0kSCHM ==> */okEGa => judgmentB on the acceptability af
undery(a, b
O ) )

P whose
condition
is stated in

Hcslo

pf-LF correspondences

N
THEORY

BRDG: thebridging statementhat relateg(a, b) and P as its necessary condition.

P: the property at LF mentioned in BRBG

Hcs the hypothesis about the Computational Systetrsthges the condition for P.  (Universal)
*/0okSCHM: *Schema or okSchema

*/okEG: *Example (in the case tBchema or okExample (in the case ¥6chemj

Hiex: the hypothesis about an item in the mental Lexido (Language specific)

pf-LF correspondencesgthe general patterns of) the pf-LF correspondsrfassumed by the
researcher)

THEORY: the hypotheses adopted elsewhere ithéary (i.e., other than thecElunder discussion),
including those about the Computational Systemthade about items of the mental Lexicon of the
speakers of the language in question.

> e@mopoooe

Question  When a Scheméased prediction on sentermeindery(a, b) has survived a rigorous test of
disconfirmation, how could we ensure that the tatacceptability of th&éExamplesis indeed due to
the properties of the & (and/or Hex), not due to some parsing difficulty of some magphe?

Answer: By making sure that the same surface formsasgkamplesare not totally unacceptable if they
are consideredithouty(a, b).

® |f a Schemabased prediction were on simple unacceptabilitgeftencer, we would not have a similar
means to ensure that the total unacceptabilitthefExamplesis indeed due to the properties of thesH
(and/or Hex) under discussiolf. This is the conceptual basis for (14b), repeaee.

(14) b. The informant intuition is more directlyealing about the properties of the Computatioryaté&n if
it is on the (un)acceptability of a sentemcaler an interpretation involving two expressidinan if it
is on "simple" (un)acceptability of sentences.

91t is necessary to add here "and/ar#1; see (29f). The model in (29), however, does make reference to |y
because Hyx can also affegf-LF correspondenceand its inclusion would complicate the presentatibthe model here.

11t is argued in Hoji 2009: chapter 3, section % that thebridging statemeninust be of the form in (i) as long as we are
dealing with the informant judgment on the acceifitaglof sentences under interpretatig@, b); see (15¢).
0] A certain linguistic intuition such as the serof the availability of interpretatioga, b) arises only if (a) certain
condition(s) is/are meit LF.
It is also noted there that theidging statemenis not testable unless the hierarchical relatiets’ converted' to a precedence
relation because the informant cannot detect tubieal relations among elements in the presentatesee. The crucial
assumption here is that the "information" dete@alLF does not include precedence relations. thife need to ‘convert’
thebridging statemento a statement of the form in (ii).
(ii) A certain linguistic intuition such as therse of the availability of interpretatigfg, b) arises only ifa andb
appear in dinearly arranged schemaf a particular form.
And we can make a statement of the form in (ii) eivaly testable only if we commit ourselves torfieular pf-LF
correspondences This is a point that is of utmost importanceé want to make our proposal empirically testable.

12 FD, discussed in Hoji 2009, is an instancédfere.
13 This is not included in the above chart.

14 This consideration may not apply if we are dealimith sufficiently simple sentences/examples. Bhe tlegree of
complication of our experiments can increase rgpadl we start investigating predictions on the asiinteraction of a
number of hypotheses.
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| thus suggest (30).

(30) TheMinimum Paradigm Requirement; when working undefl5), a paradigm must minimally consist of

examples of the following three types

a. a*Examplesuch that at least one of the conditions (strattor lexical) fory(a, b) isnot satisfied in
any of the LF representations that could correspond

b. an®Example such that it minimally differs from (30a) and tsteuctural and lexical condition(s) for
y(a, b) is/are satisfied in an LF representation ¢bald correspond to it

c. an®Example such that it is identical to (30a) in terms of theface string but with an interpretation
that does not includga, b)

3.4.Learning from errors

What crucially underlies the contention (made iiF2009) that "an alleged generalization that doets
form aconfirmed schematic asymmetrgs not (yet) attained the statusdata in generative grammais the
desire to accumulate hypotheses about the Compuitbystem that are empirically testable and txged in
accordance with the general heuristic in (31).

(31) (Hoji 2009: Chapter 5, (19))
A general research heuristic:
We should maximize our chances of learning somgthbout the properties of the Computational
System from the disconfirmation of our predictions.

(31) is very much along the lines of what Popp&6Q@) provides as his own summary of the theseshihdtas
put forth. | only copy the first 4 of the 17 panthat Popper (1963: 965-966) gives, "re-statirigtted
controversial things | have been saying in a nurobéneses which | shall try to put in as challemga form as |

5

can.

(32) (Popper's (1963: 965) (1)-(4))

a. All scientific knowledge is hypothetical or gectural.

b. The growth of knowledge, and especially of stifie knowledge, consists in learning from our
mistakes.

¢c. What may be called the method of science ctmisidearning from our mistakes systematicallgstfi
by daring to make mistakes—that is, by boldly pisipg new theories; and second, by searching
systematically for the mistakes we have made,ishéty the critical discussion and the critical
examination of our theories.

d. Among the most important arguments which aeglus this critical discussion are arguments from
experimental tests.

The insistence on emphasizing the significanct&Seshemabased prediction and the postulation of the model
prediction making in (29) have been prompted bydbesideration in (31); see (14a). So is the fasize on
rerin% on the informant judgments on tlien)acceptability of sentence under interpretationfa, b) see
(14b):

3.5. Empirical illustration

Hoji 2009 provides some Japanese sentences thatiesn used in our preliminary experiments, arg th
are intended to serve as a basis of illustratior{1df) (and perhaps other notions suchsamyle-informant
experimentmultiple-informant experimepsgtructural/contextual resourcefulnestc.)

15 See Popper 1963: 965-966. (Popper, Karl. 196det8e: Problems, Aims, ResponsibilitieBgderation Proceedings
(Baltimore), Federations of American Societies ap&imental Biologyol. 22, Issue 4: 961-972.) Feynman's basic
points/theses (as in his 1974 Caltech address amisii964 Cornell Lectures) seem strikingly simitarPopper's. A
similar point is already made in Poincaré 12@2SCICENCE ET L'HYPOTHESE The page reference below is to its 1952
English translatiotscience and Hypothes@3over Publications).

"... The physicist who has just given up one of hipdtheses should, on the contrary, rejoice, fofduad an unexpected
opportunity of discovery. His hypothesis, | imagjitnad not been lightly adopted. It took into actall the known factors
which seem capable of intervention in the phenomendf it is not verified, it is because there @rething unexpected and
extraordinary about it, because we are on the pafirfinding something unknown and new. Has thedtlgpsis thus
rejected been sterile? Far fromit. It may benes&id that it has rendered more service thaneahypothesis. Not only
has it been the occasion of a decisive experintentf this experiment had been made by chancéowitthe hypothesis, no
conclusion could have been seen; and only onetligcimore would have been catalogued, without deduftom it the
remotest consequence." (Poincaré 1952: chap. 9135pD

18 Hoji 2009: chapter 5, section 2 contains furthiscdssion.
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3.6. Summary

The proposal in Hoji 2009 can be understood asgoéiiven by the desire to discover the propexiethe
language faculty with the scientific method scheareat in (5), along with the research heuristic3d)( As
indicated above, (5) and (31) are not novel idgaary means in regard to scientific practice. qhestion is,
really, whether we can (aspire to) discover thepprties of the language faculty by ‘following' @)d (31). |
suggest in Hoji 2009 that we can, but only if waristvith something that we can manage at our Irstiage of
investigation, i.e., only if we build our hypothssenconfirmed schematic asymmetwery much along the lines
of Nakaya's (1958: 17) "Science has its intringiithtion; it is a discipline where we extract pbemena that are
reproducible in a broad sense and investigate/stated them statistically:" | thus maintain that if we want to
discover the properties of the Computational Systieat is hypothesized to be at the center of tinguage
faculty, what | call a&onfirmed schematic asymmetsiyould be considered asmnimal empirical unit of 'facts'
for such research. The method articulated inwith this is now called th&valuation of Predicted Schematic
Asymmetry(EPSA methodand Hoji 2009 is an attempt to provide its conaapjustification and some concrete
illustration.

4. General significance and some implications

4.1.The major consequences/implications

The research concerned with properties of the @oatipnal System is, or at least, can be, regaadquhrt
of an attempt to understand what characterizeshthman being, as opposed to other beings, orgardc an
inorganic. We can understand that what underliggpraposal is the sense that the proposed methadvisy,
and the only way that | know of at the moment, tderstand by the general method in (5) and witthegistic
in (31) the properties of the human being that atdeast for now, beyond reach by a theory thatassfully
deals with much of the universe. As to the gensigatificance of the proposed methodology, | wdikd to
think/suggest that, if successful, the researchgopursued here will show (33) and (34).

(33) The core properties of the language facudty loe investigated scientifically in line with (5¢peated
here. (Or to put "conversely," we investigate pheperties of the language faculty that can be
investigated scientifically in line with (5); cf.akaya's remark quoted in section 3.6)

(5) The general scientific method:
|Guesls — Computing Consequences — Compare witeriwpnt

(34) a. The empirical merit of particular lingucstheorizing can, and hence, in my view, should, be
determined by experiments.
b. The interpretation of the experimental restdiss not require statistics of much sophistication,
regard to the most crucial criterion in hypothesialuation.
c. In principle, anyone can be a judge on the validity of hypahkedout properties of the Computational
System, at least to the extent that s/he can sdefthimself whether the relevat8chemabased
prediction survives a rigorous attempt of discanéition.

4.2.Implications for cross-linguistic empirical researd

The proposed methodology has implications alsocfoss-linguistic research insofar as it is conedrn
with properties of the Computational System. Altgb it is not entirely clear howepeatability could be
measured in the context of cross-linguistic emplriesearch, it seems useful to consider the isslight of the
thesis in (35) and pursue a thesis like (36).

(35) Across-speaker repeatabiliban be meaningfully addressed onlwithin-speaker repeatability
(across-occasiomandacross-example repeatabiljtgbtains.

(36) A cross-linguistic empirical claim can be migggfully addressed only ifithin-speaker repeatability
obtains in regard to the issue/phenomenon in tguiage(s) under discussion, and it would in fact be
well to have also achieved some degreaanbss-speaker repeatability

7 This is my translation of the relevant passag®laiaya, Ukichirou 1958/ethod in Sciencé<agaku no houhou). To
the extent that "investigating/understanding diatfly” is part of what counts as science, whigerss to be a fairly
common view among certain researchers—it may intbeegart of the 'definition of science today' anthe people seem to
think that we must mimic it in linguistics as wellHoji 2009, on the other hand, advocates the piitgithat a scientific
study of the Computational System can be pursudidowi necessarily requiring statistics of much ssttation although
we do need "basic statistics" (such as the avegagjfiriscores" among the informants) to measureaédpeoducibility of the
result of an experiment.
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In other words, it seems rather senseless to asldresoss-linguistic empirical claim without haviagtained
within-speaker repeatabilitandacross-speaker repeatability each of the languages under discussion. This
seems rather common-sensical. But the point isgperworth making in light of the fact that a crbsguistic
study seems to often make crucial reference tdlegeal generalization that falfar shortof being aconfirmed
schematic asymmeinas in the case of the alleged generalizationsudsed in Hoji 2009 and elsewhere
regardingzibunzisinandotagaiin Japanese, for example.

Convincing the othergpresumably the other practitioners in the fidichot those outside the field), |
believe, is part of science. Obtainingpeatabilityis a necessary condition for convincing the othesnd
that makes it imperative that we develop a reliadtperimental methodology to test the validity ofets
hypotheses and especially a reliable method olietiag the result of an experiment. But such m#ghmave a
function beyond convincing the others. It also tfes function of making us feelilling to be convinced by
others

The point might appear rather obscure if one dhigks about interaction among the native speakérs
one's own language(s). Suppose one is evaluaimgane else's work that deals with a languageoti@atoes
not speak as one's native language. One can hewaire about the reliability of the generalizadipnesented
in such work. What does one do then? Some typégaitions come to mind, as indicated below.

(37) a. Some people may simply assume that thepies generalizations are valid, i.e., they maygim
assume that they acenfirmed schematic asymmetriaghe terms of the preceding discussion.
b. Some people may do so only if the alleged gdizations would support what they are pursuingt an
this seems to be a rather typical practice inigld fs far as | can tell.
c. Others may think like the following: "Well, mag valid; but maybe not. So | will take them akdva
only if | detect something analogous in my own laage, and until then | leave them in the category

of 'Maybe'.

Now, we would have a rather different attitude hé talleged generalization were presented along thi¢h
relevant experiment(s) and its/their result(s)—whizould presumably include th&chema(s)the **Schemas
and *Examples and the®Examples We would in that case be much more willing teeqt the proposed
generalizations as valid, insofar as they forooafirmed schematic asymmetry

Accepting such aonfirmed schematic asymmety being established in regard to another langoaglet
in fact help us with our research on our own laggs) since we would in that case have good refasbelieve
that, unless there is reason otherwise, the samergation should hold in our own language(spyvjited that
the generalization is based on a universal stateméviuch of cross-linguistic research, however,nsgdo
proceed without being seriously concerned with Wwhetan alleged generalization constitutesoafirmed
schematic asymmett§

4.3.Freeing ourselves (and the field) fronEnglish-centricity and authoritarianism
I should like to suggest that, given (34), thédfimay (finally) become free from (38).

(38) a. English-centricity (and other related "glides" that are seemingly accepted by many praictits)
b. Authoritarianism

And | take this to be a significant consequencadufpting the proposed methodology.

| would like to further speculate thatiencewill become accessible to anyone, in principlethie extent
that anyone can participate in a scientific experitnconcerning the language faculty and apprediae
significance of its results without a special talentraining in mathematics. Together with (38jis has the
potential of having non-trivial implications of fostering dg reliance on authority in general. Under the
proposed methodology, the only authority one wqudg heed to is the result of an experiment; notllsg
matters,ultimately, very much like what Richard Feynman advocatedis;n 1964 "Messenger Lectures" at
Cornell University; see the Feynman remarks quateithe beginning of the handout (right after (a))|east at
the current stage of our research.

Remarks such as (39) and (40), which can be fauathundance, represent Chomsky's stance on aythori
and it is very much in accord with what underlies tesearch methodology advocated here.

(39) "Compare mathematics and the political saereit's quite striking. In mathematics, in physics
people are concerned with what you say, not witlr yertification. But in order to speak about
social reality, you must have the proper credesitigdrticularly if you depart from the accepted
framework of thinking. Generally speaking, it sefiair to say that the richer the intellectual
substance of a field, the less there is a conagrarédentials, and the greater is the concern for

18 And we sometimes, if not often, observe practitéhie field (including some introductory textbookehere an alleged
generalization continues to be adopted despiteaodstration in published works that it clearly $atio qualify as a
confirmed schematic asymmetry
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content."
(Chomsky 1979: 7language and Responsibili}y

(40) "Now, if you ask, "What media can | turn toget the right answers?" First of all, | wouldelt you
that because | don't think there's an answer. righéanswers are whgbudecide are the right
answers. Maybe everything I'm telling you is wron@kay? Could perfectly well be; | am not
God. Butthat's something fgouto figure out. | mean | can tell you wHahink happens to be
more or less right.  But there isn't any reason wdwy should pay any attention to it."

(Noam Chomsky, in Manufacturing Consent: Noam@ky and the Media (1999)

Once we turn our attention to linguistics, howew@npmsky has been regarded as a, if not the, atytholt is
remarkable that his influence in the field has rievad as such over half a century; cf. the chandésnstein's
"status"” in physics over the years. Hideki Yukawamark in (41) is suggestive in relation to wkegms to be
at issue.

(42) Because it was not possible to determinesdltidity of these hypotheses by means of companmtin
empirical facts, the atomism doctrine and the cuwiitty doctrine coexisted in opposition for a long
period of time, and furthermore, because atoms $kbéras were invisible and were a product of
imagination, it was possible for the proponentatoimism to put forth various models of atoms—
some similar or dissimilar to others, just as tremeesimilarities and differences among myths of
various ethnic and racial groups. What affectedrite and fall of these numerous hypotheses were
more or less personal and sociological factors sisdine extent of faith in the character and wisddm
their advocates and the followers, their presesatiand rhetorical skills, and religious autharity
(Yukawa 1976: pp. 12-1%)

Suppose that someday (a version of) the methodddgpcated in Hoji 2009 becomes the norm of thigl.fie
Anyone can place on-line his/her hypotheses (nadéssvith some relevant generalizations), alonghwthe
prediction(s) (botttSchemabased predictions arfiSchemabased predictions), the experimental specification
(including preliminary experiments) (including th8chemasand the correspondinSchemasand perhaps
actual experiments (hence including actiE&tamplesand®Example} and their results. And they can have a
reasonable expectation to be taken seriously ket of his/her credentials as long as th8chemabased
prediction(s) has/have survived a rigorous testdistonfirmation and the correspondifischemebased
predictions have been confirmed.

Perhaps, it is not unreasonable to think that reeparsuing the methodology along the lines of 126{09,
which is Popperian in its essentials, because weotlavant to be judged by our credentials. Thao isay, we
do not want to be part of the "game" where our werkidged by whether we have the blessing of thbaity
(e.g., cited by so and so, published in such ao gaurnals or from such and such publishers, ,atdigther the
majority of the subfield you belong to agrees withu, etc. We want our work to be judged by crite¢hiat go
beyond such considerations, and BEieSAmethod is an attempt to establish such a criteidonthe field that |
believe has not yet become a science. @twfirmed schematic asymmetritgat will be accumulated in
accordance with thePSAmethod, | would like to think, will form an empsal foundation for a theory of the
language faculty (not of language(s)), very mudte lthe data accumulated by Tycho Brahe served as th
empirical foundation of Kepler's work, eventuakading to Newtonian theory and the accompanyingnsific
revolution (and subsequent revolutions in physics).

5. A Summary in the form of questions

(42) In regard to research concerned with the ptagseof the language faculty:
a. What are our "guesses," i.e., hypotheslesyu®
b. How could we obtain (i.ecomputédeducé consequencesom the hypotheses in question?
¢c. How can such consequences be tested and vitlesiteccould we have for determining whether the
computecconsequenceagree or disagree with experiments?
d. If our hypotheses are about the propertieh@®fanguage faculty, what should such hypothegss lo
like, what primitive concepts and relations arelykto be included in the theory in terms of which

¥ The video can be downloaded at:
http://video.google.com/videoplay?docid=-56318823%827730
The subject matter is not linguistics but it istligrecommended.

20 This is my translation of the relevant passageukaxva, Hideki "An outline of theoretical physicsi'NMe-ni mienai mono
'Invisible things' (first published in 1946); thage references are to the 1976 Koodansya gakuzlgutsw.
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such hypotheses are stated?

e. How can they be tested in an experiment, winat &f experiments are possible and/or suitableso
the validity of such hypotheses?

f.  How are we to interpret the results of our ekpents?

g. When is our prediction disconfirmed or whenwaeewilling to accept that it has been disconfirmed

h. When is our prediction confirmed or when arejugtified to say that it has been confirmed?

i What are the implications of disconfirmationaoprediction?

j.  How could we proceed in the event that our tgzh fails to be borne out?

Questions like the following also come to mind.

(43) a. Can the data in generative grammar be cabad, i.e., clear-cut, to begin with?
b. Are the data in generative grammar necesgamiligabilistic and hence require a statistic analysa
crucial way?
¢c. Why do we need to conduct an experiment andceeljd we not test our hypotheses by observing
how people use the language?

6. Appendix I: Further remarks on methodology

6.1.Chomsky on methodology
In answering a question about [his] "method o&Btigation”, Chomsky (1986 190) states as in (44).

(44) As for my own methods of investigation, | ot really have any. The only method of invesimat

is to look hard at a serious problem and try tosgate ideas as to what might be the explanatioit, for
meanwhile keeping an open mind about all sortstedrogpossibilities.  Well, that is not a methodsilt
just being reasonable, and so far as | know, thtta only way to deal with any problem, whetheés it
a problem in your work as a quantum physicist oateter.

There are certain fields like psychology whegegle do carry out extensive study of methods of
investigation. There are other fields like physidgere you do not study methods of investigation.
So at MIT the physics department does not havauesedn experimental methods, but many
psychology departments spend a lot of time on Wt call methodology. = Well, there is a lesson
there, but | won't draw it. (Chomsky 1988: 190)

The lesson that Chomsky did not draw seems to imeting like (45).

(45) If you are doing real science, you don't &lllout methods. After all, they don't talk aboetinods in
physics, perhaps the most advanced area of science.

Well, there is a lesson to draw here, and | woildgl o draw it.

(46) In physics, at least in the field as a whtilere has been a long, in fact very long, tradité
empirically testing hypotheses, establishing dyfa&liable means to determine the plausibilitytfod
hypotheses. Even so-called theoretical physicklamat have a meaningful existence if it were
totally unrelated to empirical observations/gerizagions.

For hypothesis forming, there is no method. Wevknhat; well, at least, most people seem to agree
that. But for hypothesis testing, the situatiortdgally different. | do not mean to endorse thactice in
psychology that Chomsky seems to have alluded {@4). To the extent that, or if, much of psychlyylds
concerned with behavior rather than the naturedssprtation/mechanisms of the mind, something isissy
wrong with their emphasis on "methods," | wouldesgr But that does not mean that we need not beecoed
with methods ofestingour hypotheses.

As addressed in some depth in Hoji 2009, thielisted to the nature of data in the empirical ingthat
we are engaged ff.

® A crucial question: What should count as data seagch that is concerned with the properties of the

2l This is related to a much more general questionowf a study of the Computational System is relatedther types of
studies of language and languages. Our answeendepon what kind of hypotheses we put forth, a@are to test their
empirical consequences, and what we would take @ dlisconfirmation of our predictions.

22 Chomsky, Noam. 1988anguage and Problems of Knowledge: The Managua testMIT Press.

% One might be tempted to infer from (44) that Choysiuses to draw a line between testable hyposhasse not-testable
hypotheses and points out that a serious astrolpgdraps did what is suggested in (44). (We shbear in mind,
incidentally, that it is not the case, after diattrigorous works by astrologers never resultethénaccumulation of data that
would later prove to be crucial in the developmara theory that would yield testable predictions.)
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language faculty, and more narrowly, with the prtipe of the Computational System that is hypottessbi
to be at the center of the language faculty?

That is one of the main concerns in Hoji 2009 dreEPSAmethod proposed there includes a specific answer t
this question.

One might wonder whether the view expressed in) @h be reasonably regarded as representing
Chomsky (consistent) position. We do not seenind €homsky's remarks on methodology that is (&fpar
contrary to (44); on the other hand, we do find @kbky's remarks or those attributed to him thatcaresistent
with (44). Schitze 1996, for example, states 4470

(47) Chomsky (personal communication) believes search practice in linguistics ought to follthat
in the natural sciences, where (in contrast tostieal sciences) "almost no one devotes attention t

'methodology’." Obviously, | disagree.
(Schitze 1996: 210, footnote 1)

Thus, (44) does seem to express Chomsky's position.

6.2.Chomsky on history and philosophy of science
Consider also (48), taken from Chomsky 1879.

(48) I should also mention work on history andgophy of science, which has begun to furnistclaen
and more exact understanding of the manner in wilielis develop and take root in the natural
sciences. This work—for example, that of ThomasrKahimre Lakatos—has gone well beyond the
often artificial models of verification and falsifition, which were prevalent for a long time andalth
exercised a dubious influence on the "soft scieheesthe latter did not rest on the foundationa of
healthy intellectual tradition that could guideittagevelopment. It is useful, in my opinion, for
people working in these fields to become famili@hways in which the natural sciences have been
able to progress; in particular, to recognize hawgritical moments of their development, they have
been guided by radical idealization, a concerrdfepth of insight and explanatory power rather than
by a concern to accommodate "all the facts"—a ndtiat approaches meaninglessness—even at
times disregarding apparent counterexamples ihdlpe (which at times has proven justified only
after many years or even centuries) that subsedugights would explain them. These are useful
lessons that have been obscured in much of thestigmn about epistemology and the philosophy of
science. (Chomsky 1979: 73)

It seems to me that what is meant by "the ofteffi@al models of verification and falsification’sithe models
(put forth by philosophers of science) in whichifieation and falsification of a scientific hypotsis is to be
done on the basis of some concrete observationt, far something like that (that, | understanathis basic
tenet of "logical positivism"). | assume that whatmeant by the "soft sciences" are inquires bdythe
'natural sciences' (such as social sciences, atdpelinguistics being included here, as it ispcad in much
of the field, (including much of the generativegash, | hate to say)).

Let us now turn to the following portion of (48).

(49) (A portion of (48).)
[A]t critical moments of their development, [thatural sciences] have been guided by radical
idealization, a concern for depth of insight anglaratory power rather than by a concern to
accommodate "all the facts"—a notion that approsicheaninglessness—even at times disregarding
apparent counterexamples in the hope (which afstimas proven justified only after many years or
even centuries) that subsequent insights woulda@xghem.

It might not be an overstatement that how one wstdeds (49) in the context of generative gramnraa, raore
in particular in the context of assessing one's oegearch in generative grammar, may 'define’ amastation
as a researcher dealing with 'language-relategsssu

24 schiitze, Carson. 199&he Empirical Base of Linguistics: Grammaticalitydgments and Linguistic Methodology

University of Chicago Press. (47) is given as arfote appended to the text remark in (i).

0] ...  would echo Greenbaum's (1977c) recomraéind that every linguistics department should rdfeourse in
experimental linguistics. In addition to reasamtinal to our own field, this would give a studarnég up in
joining the blossoming interdisciplinary enterprefecognitive science. It would also seem to lmaral
outgrowth of Chomsky's own suggestion that lingasshie viewed as a branch of cognitive psychology.
Somehow, the focus on cognitive issues has ndigeh accompanied by adoption of the scientificdsess and
concern with methodology of that discipline. (S2e(i1996: 210)

% Chomsky, Noam. 197%.anguage and Responsibility: Based on conversatidtts Mitsou RonatPanthen Books, New
York.
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One might take (49) to mean that we should notidwe concerned with, or impressed by, empirical
observations since, after all, empirical observegialone never determine the fate of a scientifioty, anyway.
In this connection, it is perhaps worth focusingtom following portion of (49).

(50) (A portion of (49).)
"[E]ven at times disregarding apparent countargdas in the hope (which at timbas proven
justified only after many years or even centyribat subsequent insights would explain them# (th
emphasis by HH)

We should consider what, in principle, would beuieed for something like this to happen/take plaee, what
would be required in order for "apparent countengpdes being disregarded for many years or everugest
and getting explained by subsequent insights, jilstifying the disregarding of them (for many yearseven
centuries)." In the context of generative gramiiag research concerned with the properties ofahguage
faculty, it seems appropriate to raise questidaestie following.

» Do we have such "counterexamples" in generativengrar over the past half century?

»  Whatcouldbe (the form of) such a "counterexample" in reste@oncerned with the language faculty?

» What would be a necessary requirement for sometioifge such a recalcitrant counterexample in argive
research program?

® "Counterexamples" to an allegednfirmed schematic asymmetdp not even remotely compare with
(apparent) counterexamples as alluded to in Chomségnarks above.

Cf. Lakatos' scientific research prografhs.

(51) Two illustrations of the hard core, auxilidrypothesegprogressive and degenerating problemshift
a. the anomalous orbit of Uranus and the subségiisgovery of Neptune
b. the anomalous perihelion precession of Mercury

It may be a useful exercise to raise the followdggstions in relation to the type of research adted in
Hoji 2009 (and, for that matter, in relation to Bnewn research—including the graduate students!)vae
might also ask whether the answers to each of thesstions would hold only "at critical moments."

(52) a. Isitguided by "radical idealization"?

b. Isitguided by a concern to accommodate halfacts"?

c. lIsitguided by "a concern for depth of insightd explanatory power"?
d. Does it at times disregard apparent counterpiesf

Notice that the content of the crucial notions(%2c) are quite obscure and can be very subjectise,
addressed in Postal 2004; chapter 12 though freonsewhat different perspective than what is beungyed
here?® If someone proposed or endorsed something li8g (Bat should be reason for concern, in my vieiw;
Feynman's remark on the general method in science.

(53) "[A] concern for depth of insight and expl#ory power" should guide our research more than a
concern for whether our predictions are borne out.

As long as we articulate our hypothesis rigorowestpugh, for example, by following tHePSAmethod—we
should be able to make definite and testable ptiedie. By carefully designing and conducting expents to
test the predictions, we should be able to teitlyfabjectively, whether or not the predictiongdrorne out and
hope to be able to evaluate the validity of hypsésein question about the Computational System. ileVite
validity of hypotheses can thus be checked on #sishof the results of experiments, there doeseein to be
an objective criterion for the determination of hawsightful a given hypothesis or theory is or hawch
explanatory power it may have, etc. The problemobees quite acute if we do not have a way to tfest t

empirical consequences of the hypotheses undangign?® *°

% | exical hypotheses abouibunzisinand otagai and alleged generalization regarding the "localéguirement” on a
numeral-classifier sequence in Japanese come b, foinexample.

27 Hoji 2009: chapter 5 states its methodologicappsal in the terms of Lakatastientific research program
2 postal, Paul. 200&keptical Linguistic Essay®xford University Press.

2 |t goes without saying that "simplicity" is valuéml any field where an explanation is sought. Sischlearly the case
where "simplicity" can be "measured” in a (fairlyansparent way because the proposed account/@jolaris stated in
mathematical terms, for example. The remarks éntéxt are not intended to deny that. Neithertlaeg intended to deny
that one may have a strong sense in regard to lisitgp "elegance," etc. of a theory (or hypothgsi question even when
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6.3.Chomsky on Peirce
Chomsky (1979) responds to Mitsou Ronat's remafk4), as in (55).

(54) Abduction is, | believe, a form of inferenshich doe not depend solely on a priori princigldse
deduction), nor solely on experimental observatide induction). But that aspect of Peirce isyer
little known in France.

(55) Or here in the United States either. Peargeies that to account for the growth of knowledue,
must assume that "man's mind had a natural adaptatimagining correct theories of some kinds,"
some principle of "abduction” which "puts a limit admissible hypothesis," a kind of "instinct,"
developed in the course of evolution. (Chomsky 1929

If what is intended in (55) were that we must hagme intuition about "correct theories," and thatmust rely
on such intuition in deciding on "correct theories' the most crucial criterion, such a view, whppliad to
generative grammar, would amount to a declaratiah generative grammar cannot be an empirical sejeas
far as | can tell. It is possible, if not likelthat Chomsky is comparing, in his remarks aboveergive
grammar on the one hand and structural linguistitd some behaviorist/empiricist-oriented reseantivites
on the othef! | would nevertheless like to think that his reksambove and the brief discussion | have
provided above is in fact quite suggestive as tatv@homsky considers (his) generative grammar to be
Conspicuously missing in Chomsky's remarks abawel femarks here and there in Chomsky 1995: chap.
1, as well) are concerns about how to test prextistithat our hypotheses make. | am inclined tokthihat
"depth of insight and explanatory power" can be miegfully addressed only when our research actisitire
accompanied by concerns with how to test our hygssh (and the accompanying research practices).

The part that contains (54) and (55) in Chomsky91Banguage and Responsibility: Based on conversations
with Mitsou RongtPanthen Books, New York, 70-71 is reproducedwelo

M.R.: To what degree can your discoveries aboujuage and your definitions of fields of knowledgad to
the emergence of new philosophic questions? Talwpbiilosophy do you feel closest?

knowledge in general --HH], the philosopher to whorfeel closest and whom I'm almost paraphrasing is
Charles Sanders Peirce. He proposed an interestitime, very far from complete, of what he callgd
"abduction" ...

N.C: In relation to the questions we have just bdetussing [which has to do with how we acquire {u
I

M.R.: Abduction is, | believe, a form of inferenaéhich does not depend solely on a priori principliéee
deduction), nor solely on experimental observatifik® induction). But that aspect of Peirce igyiéittle
known in France.

N.C.: Or here in the United States either. Peirggies that to account for the growth of knowledwse must
assume that "man's mind had a natural adaptationagining correct theories of some kinds," somagiple of
"abduction" which "puts a limit on admissible hypesis,” a kind of "“instinct," developed in the csrirof
evolution.

the proposal is not stated in mathematical terni$ie point of the text remarks is that one's serfsésimplicity,"
"elegance," and the like concerning a theoretitatement should not be the ultimate deciding fastassessing its merit.
This is in line with Feynman's remark quoted eailgee section 2) "It doesn't make any differerme beautiful your guess
is, how smart you are, who made the guess, or hiatame is. If it disagrees with the experimétg,wrong. That's all
thereistoit." See also Feynman's (1965/1998) i€mark.

30 1f two (or more) competing "theories" hadactly the same empirical consequenedsich | am inclined to doubt would
actually happen (at least in regard to researclteroed with the properties of the language facultyy "theories" are
notational variants. One might consider what néwenmmenal/issues each "theory" leads us to invéstigm as to see
which "theory" would be more appealing. If no difnces can be found, which | highly doubt, theiggh@mong the
"theories" might just be a matter of taste, basedrme's sense of "simplicity," "elegance," etc. on€ is a lousy theorist, one
has a terrible sense about that; if one is an efrtht, one's sense may be okay; and so on amattbo f But since | doubt
very much that two or more "theories" actually tout to be genuine "notational variants," one pgshdo not have to worry
about that. (Of course, we use our hunches (Bsaist) when choosing a particular hypothesisppr@ach over the other
alternatives. But the ultimate fate or merit of shchunches will be determined by the results ofeBrpents on the
predictions that are made under what we have chosearsue.)

31 1t may be the case that what Chomsky had in mimd s not just the structuralist/behaviorist apptoin general but it
was directed also toward generative semantics.
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While the aspects of C. Peirce's concern thatéstene most include not only how a hypothesis ienae can
be formed (I guess by abduction (and also by indngctoo, | would suspect, insofar as adductiopassible
only if there is a generalization of some sorthwiit which we could not be able to identify a pezzb begin
with) but also how it should be put to empiricatte(on the basis of deduction (as well as indactisuspect)),
Chomsky, in the above passage, seems to be tadliogt how we acquire our knowledge in general.is,It
however, not clear that Chomsky does not find @essary for us to put our (scientific) hypothesesrpirical
tests. | would like to think that he does. It htighowever, be the case, indeed, that he is nuteraed as
much as we are with putting our hypotheses to dagpitest, and that might not be a particularly amanted
guess, on the basis of his remarks such as thagedjabove as well as on the basis of how he heepded
with his research especially since the mid 1980s.

6.4.Feynman on methodology

® Richard Feynman's remarks on methodology; cf. Chgimsremarks on methodology in generative
grammar
<~ "Scientific Honesty"

Richard Feynman's 1974 Caltech Commencement AdtiBesgo Cult Science” contains the followiffy:

But there is one feature | notice that is genenatligsing in cargo cult science. That is the ided tve all hope
you have learned in studying science in school—exe=nsay explicitly what this is, but just hopetthau catch
on by all the examples of scientific investigatiorit is interesting, therefore, to bring it out nawd speak of i
explicitly. It's a kind of scientific integrity, principle of scientific thought that correspondsat kind of utter,
honesty—a kind of leaning over backwards. For gdamif you're doing an experiment, you should régo
everything that you think might make it invalid—nomly what you think is right about it: other casigbat
could possibly explain your results; and things floaught of that you've eliminated by some othgregiment,
and how they worked—to make sure the other fellawtell they have been eliminated.

Details that could throw doubt on your interpretatmust be given, if you know them. You must de hiest
you can—if you know anything at all wrong, or padgiwrong—to explain it. If you make a theory, f@pr
example, and advertise it, or put it out, then yaust also put down all the facts that disagree wjths well as
those that agree with it. There is also a mordlsyivoblem. When you have put a lot of ideas tiogieto
make an elaborate theory, you want to make surenveixplaining what it fits, that those things tsfare not
just the things that gave you the idea for the myrout that the finished theory makes somethirsg elome ouf
right, in addition.

In summary, the idea is to give all of the inforimatto help others to judge the value of your cibation; not
just the information that leads to judgement in pagicular direction or another.

We've learned from experience that the truth woline out. Other experimenters will repeat your expent
and find out whether you were wrong or right. Nats phenomena will agree or they'll disagree withr
theory. And, although you may gain some tempofanye and excitement, you will not gain a good rapah
as a scientist if you haven't tried to be very fidri@ this kind of work. And it's this type oftegrity, this kind
of care not to fool yourself, that is missing ttagge extent in much of the research in cargosuiénce.

A great deal of their difficulty is, of course, théficulty of the subject and the inapplicabilibf the scientific
method to the subject. Nevertheless, it shouldebgarked that this is not the only difficulty. T'sawhy the
planes don't land—but they don't land.

® So, after all, according to Feynman, there is ndttagy in physics.

A crucial question one might raise is how we caredsure" scientific integrity/honesty. Suppose one
adopted the view that the informant judgmemisst converg®n every single sentenaesed in an experiment.

%2 The conspicuous absence of "acceptability judgrhetatcceptability and grammaticality,” etc. in tHedexes in
Chomsky's books since the late 1970s, as compared twoks in the 1950s and 1960s, is also suggeistithis regard; cf.
Chomsky 1965Aspects chapter 1, for example.

33 See (68b).
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One would in that case most likely feel that the akinformant judgments itself is an act of disksty because
such convergence just cannot seem to be attainédne adopts a different view, in line with tB®SAmethod,

on the other hand, we can in fact expect conveyehinformant judgments and the use of informadgments

will no longer have to be regarded as an act dfatissty.

6.5. Progressive problemshifh the terms of Lakatos 1970/1978

(56) "If you make a theory, for example, and atlserit, or put it out, then you must also put dalirthe
facts that disagree with it, as well as those dlgaee with it." (Taken from Richard Feynman's 1974
Caltech Commencement Address; see above.)

Here again, one may justifiably wonder how we knaWat counts as a "fact" in the context of research
concerned with the properties of the Computati@ystem? As noted above, my answer is:

v' Claim: A confirmed schematic asymmetisgthe most basic empirical unit of 'factsh research concerned
with the properties of the Computational System.

Feynman also addresses the importance of makingoredictions.

(57) "When you have put a lot of ideas togethanéke an elaborate theory, you want to make surenw
explaining what it fits, that those things it fédee not just the things that gave you the idedHer
theory; but that the finished theory makes sometleise come out right, in addition.” (Taken from
Richard Feynman's 1974 Caltech Commencement Addressbove.)

This corresponds to Lakatos' (1970/19%8oretically and empirically progressive problerfish If we fail to
do the above, our work remains a description aftsfa It is the pursuit fotheoretically and empirically
progressive problemshifthat has led to the insistence of having a tightnection between [gonfirmed
schematic asymmelrgnd [hypotheses about the Computational Systedfoathose about lexical items that the
Computational System makes reference to]; cf. tbdehof prediction making in (29). An alleged engal
generalization is thus evaluated not only in teo&8a) but also in terms of (58b).

(58) a. whether it constitutescanfirmed schematic asymmetry
b. whether the hypotheses that are claimed tegmonsible for the empirical generalization, now
"elevated to" aonfirmed schematic asymmetepntribute to making a new prediction concerrang
newconfirmed schematic asymmetry

6.6. The Reinhartian heuristic
The two most general hypotheses put forth in Reint983 are (59) and (60).

(59) Reinhart 1983: 25, (19):
Sentence-level semantic interpretation rules apmrate on two given nodes A and B only if one of
these nodes is in the domain of the other (i.as iA the domain of B, or B is in the domain ofak,
both).

(60) Reinhart 1983: 26, (21):
If a rule assigns node A some kind of prominemwer node B, A must be a D-head of the domain
which contains B.

We can restate (59) and (60) as in (61) and (&&pectively, taking "sentence-level semantic imeggiion
rules" as "Computational-System (CS)-based rulecamditions that contribute to or regulate intetjee
possibilities," which seems to be a reasonablepngégation, given the discussion in Reinhart 1983.

(61) Reinhart 1983: 25, (19), restated:
CS-based rules or conditions that contributertaegulate interpretive possibilities can involveaAd
B only if A c-commands B, or B c-commands A, orthot

(62) Reinhart 1983: 26, (21), restated:
If B is dependent upoA in terms of how B gets interpreted, B must beommanded by A.

In the context of the present discussion, let ke the statements in (61) and (62) as applying=at'L (61) is a
hypothesis about the form of a Computational-Systelated hypothesis that pertains to an interpatat
involving two elements; (62) is an instance ofjoa somewhat abstract way of expressingi@dging statement

34 Although taking (59) and (60) (hence (61) and Y&8) applying at LF is not justified by the textuehding of Reinhart
1983 aloné&l while the restatement of (59) and (60) as in (610 @2) cafl , that is a reasonable way to understand what is
intended in Reinhart 1983 once it is 'translate’ the general framework adopted here regardingtyanization of the CS.
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We can thus understand Reinhart 1983 as contaenheyristic like (63).

(63) The Reinhartian heuristic:
The relation at LF that underlig&, b) mentioned in a bridging statement must lseth@n a
c-commandelation between LF(a) and LF(b), where LF(a) BR¢b) are LF objects corresponding to
aand b.

The Reinhartian heuristic in (63) has proven todpeextremely useful tool over the years in idemdy
confirmed schematic asymmetriesGiven that it makes reference to the structueddhtion of c-command,
which is directly derivable from the only structtailding operation in the Computational Systévierge we

should not be surprised if (63) turns out to beartban just a research heuristic.

7. Appendix Il: Some remaining issues (and remarks oflarification)

(64) Some further thoughts about the rolearffirmed schematic asymmetraasd (what | take to be) the
current stage of our research program:

a. Ifgenerative grammais ever to become a research program that desterbscalled an empirical
science, it is necessary to estabtisnfirmed schematic asymmetrigpecifying how to do that. And
the first step toward that should be to acknowlettigesignificance ofonfirmed schematic
asymmetries

b. Confirmed schematic asymmetra® like "basic units of facts" in research conedrwith the
language faculty.

c. ltis perhaps safe to assume that our res@aogram is still at a pre-scientific stage. At(fisture)
scientific stage, we should perhaps be concerngdheiw to deduce from our theory the number of
confirmed schematic asymmetrtbat we will have accumulated by then insteadedfidp (merely)
concerned with establishingcanfirmed schematic asymmettself. At that stageschematic
asymmetriesvould likely be of a highly abstract charactehaligh they should ultimately be related
to confirmed schematic asymmetrigfisthe sort that we are trying to establish rigbtv.

d. Itis up to the researchers concerned withdibeovery of the properties of the language faculty
whether the field can eventually attain the stafusn empirical science or remains to be a fielérgh
seemingly empirical materials and issues are adddewithout serious attempts to state explicitiwho
the consequences of the predictions can be testeda@v hypotheses can in principle be refuted.

(65) A lingering/remaining question:
Question: Is physics the right place to turng@amodel” for a research program that is conakwith
the language faculty?

8. Appendix Ill: Recommended audio-visual materials aul readings

(66) YouTube videos:

a. "Feynman on Social Sciences," (1' 52")
http://www.youtube.com/watch?gl=JP&hl=ja&v=_EZcpTRY

b. "Feynman"
Part 1: http://www.youtube.com/watch?v=CLOSB4JKX2' 06")
Find Parts 2-6 from the above.

c. Feynman's "Messenger Lectures" available gi:/hesearch.microsoft.com/apps/tools/tuva/#.

d. The Feynman lectures available at: http:/\&wguk/video/.

(67) Audio:
Lakatos "Science and pseudo-sciefite"

(68) Papers:
a. Popper, Karl. 1963. "Science: Problems, Aines®nsibilities,” Federation Proceedings (Baltimore
Federations of American Societies of Experimentaldgly Vol. 22, Issue 4: 961-972.
b. Richard Feynman. 1974 "Cargo Cult Science,ase€h Commencement Addreés. (Reproduced

3% (a) and (b) have already been made in the pregefisicussion.

% The audio tape and its written version—which appéalakatos 1978 as "Introduction: Science areliBescience.” (pp.
1-7)—are available at: http://www.|se.ac.uk/coliens/lakatos//Default.htm.

37 The paper is available on-line. Two of the URLshef paper are:
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(with slight adaptation) isurely You're Joking, Mr. Feynman!

http://www.columbia.edu/itc/applied/wiggins/Clas€e$903/Fall2003/cargo.pdf
http://www.physics.brocku.ca/etc/cargo_cult_scieplep
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